Statistics

	Once scientists have made careful observations, the collected data is then organized and interpreted. in a way that allows one to see how it is distributed such as by using a bar graph. Statistical graphs must be carefully interpreted.
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http://listosaur.com/science-a-technology/10-ways-statistics-can-deceive-people.html?tmpl=component
Percentile rank: the percentage of scores in a distribution that fall below a given score. For example, a student’s percentile rank of 88 on the first psychology test has a grade higher than 88% of the students in the class. 

Measures of Central Tendencies ( mean, median, mode)
Measures of central tendency allow us to summarize the data. 
The mean, or arithmetic average, works well with a symmetrical distribution (little or no extreme data). 
When dealing with a skewed distribution in which the data is unevenly distributed (e.g. extreme numbers or clumps of numbers) two other measures of central tendency may be used such as the median or the mode.

Median: The middle score in a distribution. Take all the scores and arrange them from lowest to highest, half will be below the median and half will be above it.

Mode: The score that appears most frequently in a distribution. This is the simplest measure of central tendency.

Measures of Variation
Although it is important to look at the central tendency of a population, it is also helpful to know how much an individual varies from it. For example if the average mark in the class was 74%, is your mark of 62% within the normal range of variation or is it extremely low compared to others in the class? 
To find this out we could look at the range of scores in the class (subtract the lowest score from the highest) 
To get a more precise indication of the variation within a sample, we would calculate the standard deviation (how much scores deviate from each other). It will indicate whether the scores are close together or dispersed. This is extremely important because averages with low variability are more reliable than those with high variability. 
*For instance, Ashley and Robert finish the psychology course with an 80% average. Ashley’s marks never strayed below 75% or above 85%. Robert’s marks were variable and included a couple of low fifties and yet also a couple of low nineties. Although their averages work out to be the same, Ashley’s average is considered a more reliable indicator/reflection of her ability in this course than is Robert’s average.

To calculate standard deviation:

1. Calculate the difference between the score and the mean for each individual score. This difference is called the deviation from the mean. 

2. Square each of those deviations. 

3. Calculate the average of these squared deviations (divide by the total number of scores). 

4. Find the square root of this number. This will give you the "standard deviation" from the mean. 

5. A large number would indicate that the scores are dispersed while a relatively smaller number would indicate that the scores are clumped together. 

Using the above example, Ashley’s scores would result in a smaller standard deviation than would Robert’s scores.

Large samples of data such as heights, weights, intelligence scores, etc, usually form a normal bell-shaped curve called a "normal curve". You must commit to memory that 68% of the cases will fall within 1 standard deviation of the mean (above and below) while 95% will fall within 2 standard deviations.
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Correlations
As described earlier, correlations are used to show how closely two things are related. For instance, in a situation where the question is whether there is a relationship between TV violence and aggression in children who view TV violence, a correlation coefficient would be calculated. This is a statistical measure that ranges from -1.00 to a +1.00.

-1.00: a coefficient close to or equal to –1.00 would indicate an inverse relationship. For instance, Children exposed to a lot of TV violence show little aggression.

0.00: a number close to or equal to 0 would indicate no relationship between the two items. For instance, watching TV violence has no relationship to aggression in children.

+1.00: a number close to or equal to +1.00 would indicate a direct relationship. Either as one goes increases the other also increases or as one decreases then the other decreases. For example, as the incidence of watching TV violence decreases, aggressive acts by children also decreases, or vice versa.

Which correlation coefficient presents the strongest relationship between the variables?  The weakest?

a. .02

b. -.67

c. .55

d. -.14

** Important Note: Correlation does not prove causation. Correlation simply implies a relationship that will need to be investigated further in order to determine cause. Looking at the data in a graph called a scatterplot will allow us to see whether two sets of data are related.
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Statistical inference
It is important to be able to determine whether or not research findings are reliable, to know that you can confidently generalize from the sample population. A principle worth following is that "averages based on many cases are more reliable than averages based on only a few cases". The sample must be a good representative of the population we are studying and it should give us consistent data with low variability.

As the text suggests, when sample averages are reliable and the difference between them is large, this difference is said to have statistical significance. One may then assume that the difference is probably due to a real difference between the two conditions and not due to chance





 

